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Abstract

Natural language processing (NLP) methods are designed to automatically process and 
analyze large amounts of textual data. The integration of this new-generation toolbox 
into sociology faces many challenges. NLP was institutionalized outside of sociology, 
while the expertise of sociology has been based on its own methods of research. An-
other challenge is epistemological: it is related to the validity of digital data and the 
different viewpoints associated with predictive and causal approaches.

In our paper, we discuss the challenges and opportunities of the use of NLP in 
sociology, offer some potential solutions to the concerns and provide meaningful and 
diverse examples of its sociological application, most of which are related to research 
on Eastern European societies. The focus will be on the use of NLP in quantitative text 
analysis. Solutions are provided concerning how sociological knowledge can be incor-
porated into the new methods and how the new analytical tools can be evaluated 
against the principles of traditional quantitative methodology. 

Keywords: natural language processing; text analytics; text mining; institutialization; 
epistemology; causality

1  Introduction

The analysis of written texts has always been part of social research methodology, al-
though initially, the latter was strongly associated with qualitative research. Quantitative 
text analysis started in the first half of the twentieth century and typically involved ana-
lyzing the frequency of occurrences of qualitatively identified categories or ‘codes’ (e.g., 
Bales, 1950). Computational power supplemented human capacity from the 1960s onwards 
with the invention and development of computers (Hayes, 1960). Because of the appear-
ance of (partly) automatized content analysis, the amount of processable text increased. 

In parallel with technological development, the universe of digital textual data also 
started to grow at an enormous speed. According to recent International Data Corpora-
tion research (Reinsel et al., 2018), the volume of this data will reach about 175 Zettabytes 
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by 2025 (five times that of 2018). Approximately 80 percent of all data is estimated to be 
unstructured, text-rich data. The impact of the IT revolution is even more extensive since 
it has reshaped not only technologies but the whole of society. Every aspect of our lives is 
deeply affected by the digitalization of data. Almost every digital ‘step’ we take is recorded, 
from our mobile phone calls through text messages to posts on social media. A significant 
part of this data is textual – e.g., the metadata of tweets includes not only the message but 
the creation time, location, number of likes, and the followers of the user, etc. Thus, we are 
not only able to analyze the tweets but also explore users’ networks, determine network 
roles, follow the spread of news in time and space, identify topics and opinions, and deter-
mine the factors influencing these phenomena.

Natural language processing uses computers to process and analyze large amounts 
of textual data. NLP is located at the intersection of computer science, artificial intelligence 
research and linguistics and involves employing computational methods for the purpose 
of analysing large amounts of text or producing human language content (Hirschberg & 
Manning, 2015). It also includes speech recognition and the syntactic processing of texts, 
but the social sciences are mainly concerned with semantic approaches to language re-
sources. Therefore, this sub-field is also referred to using several other largely synonymous 
terms, such as computational linguistics, text mining, text analytics, etc. For example, 
Hirschberg and Manning (2015) use NLP and computational linguistics synonymously; 
however, in everyday use, NLP emphasizes a more empirical approach. Hereafter, we will 
use the term NLP throughout, as our impression is that this term is most canonized in 
 sociological applications.

NLP primarily gained relevance during the digital revolution, which also involved a 
revolution in digital self-expression. While in the past, opinions and attitudes embodied in 
texts were almost exclusively the narratives of the cultural elite, today, the production of 
written (and often digital) text is no longer confined exclusively to the elite but includes 
everyday users. Social behaviour can be directly observed now, and not only on a self- 
reported basis, which supports the internal validity of sociological inquiry. In addition, 
the availability of digital data provides opportunities for both unbiased longitudinal and 
retrospective research, as behavioural data is archived, and there is a possibility for the 
live investigation of contemporary processes as well.

Large datasets overcome the sample-size limits of traditional analysis: small subpop-
ulations, detailed analyses and rare phenomena can also be approached with these data 
and methods. Additionally, the widespread digitization of pre-existing textual archives 
makes it possible to investigate phenomena that existed before digital society, like histori-
cal events or cultural trends. 

In parallel with the growing availability of analyzable textual data, the vast increase 
in computing power, the development of computer capacity, artificial intelligence, compu-
tational linguistics and more accurate machine learning algorithms are producing new 
tools with which these textual data can be analyzed. As these methodological tools are 
more and more advanced, such text analysis opportunities can provide suitable analytical 
depth, even fulfilling the expectation of sociologists. NLP, a whole new discipline, has 
emerged, allowing for the examination of corpora with billions of words, the automatiza-
tion of coding (or ‘annotation’ – a term used by the programming community) of texts, 
and the discovery and processing of linguistic structures by computers. These algorithms 
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can unfold not only the explicit content of a corpus but also its latent meaning (e.g., 
 sarcasm and metaphors) and topical associations (e.g., values and opinions). Computers 
can detect semantic structures and connotations within large corpora that humans alone 
would not have been able to identify. The application of algorithms has also standardized 
the annotation processes to a high degree, substantially raising the level of reliability of 
text analysis. NLP methods are rapidly advancing with the development of data science 
and computational linguistics; new methods emerge every week. At the same time, the 
contribution of researchers is still very important – artificial intelligence is not that intel-
ligent, and researchers’ knowledge and theoretical conceptualization are essential in the 
design and implementation of analyses (Evans & Aceves, 2016). These developments have 
opened up entirely new opportunities for researchers interested in text analysis.

Thus, NLP fits into the trend of the endogenous evolution of social research methods. 
Previous qualitative analyses of textual data in sociological research required line-by-line 
examination of texts, hence their application to large corpora was impossible. Machine 
learning techniques can extend the principles of qualitative analysis, representing a prom-
ising approach to researchers. As Figure 1 shows, the popularity of NLP has been continu-
ously growing in recent years and within each discipline that is investigated.1 Each trend 
line shows persistent growth even after normalization for the total number of publications 
in the discipline. The proportion within sociology has increased faster than average, 
which suggests that NLP is becoming an increasingly recognized approach in this field.

Multiple researchers have successfully applied the method in research on Eastern 
European societies. For example, Katona et al. (2021) and Barna and Knap (2022) conducted 
a thematic analysis of current online media: the former focused on the representation of 
corruption in Hungary, while the latter examined the discursive framing of Trianon and 
the Holocaust. Kmetty and Knap analyzed more than thirty million Hungarian Facebook 
comments to reveal the role of incivility (namely, indecent communication) as an emo-
tional response to challenges and stress related to the COVID-19 pandemic. With the ap-
plication of NLP, Bielik (2020) uncovered both the sentiment and the thematic focus of the 
social democratic parties of the Visegrad countries through their electoral manifestos. 
There is research using these methods even in the field of social history, like that of Szabó 
et al. (2021), who analysed temporal change in social discourses in the socialist era in 
Hungary using a large corpus from the journal Pártélet. 

Our focus in this paper will be the use of NLP in quantitative text analysis, but 
it  should be noted that NLP can also be successfully combined with qualitative content 
analysis. Such a mixed-methods analysis can respond to the depth/breadth dilemma often 
encountered with in-text analysis (Parks & Peters, 2022).

1 To access publication data, we used Dimensions (https://dimensions.ai), a scholarly searchable database. We defined 
the search as applicable to the full text of any type of publication with the composite search terms “automated text” 
OR “natural language processing” OR “computer-assisted text” OR “computational linguistics” OR “text mining” OR 
“computational text” OR “topic model” OR “sentiment analysis” OR “text classification” OR “word embedding” OR 
“text clustering”.

https://dimensions.ai
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Fig. 1 Publications which use natural language processing  
in four disciplines (total number and percentages compared  

to the total number of publications in the field)

2  Analytical opportunities

NLP methods go far beyond traditional quantitative text analysis, which basically analy-
ses the distribution of words or topics defined by the researcher. These new methods can-
not and do not aim to substitute human reading and understanding but can extract spe-
cific pieces of information which help answer research questions. In simple terms, an NLP 
model uses a language model, which is a simplified representation of the text production 
process. It is designed to give an acceptable approximation of some parameters of the pro-
cess that are important in the given context (e.g., the number of topics in the case of topic 
models; see later).   
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The new techniques and methods are, in some sense, just by-products of information 
science and business analytics; they were not developed to support social research. There-
fore, it is an under-examined and still open question of which of the recently developed 
methods can be applied to sociological problems (some excellent examples are included in 
Evans & Aceves, 2016).

To illustrate the opportunities associated with these new methods, we briefly de-
scribe three of the most popular methods and describe exciting sociological research 
which applies them. All three methods (topic modelling, word embedding modelling, and 
supervised classification) have many different versions and different algorithms that can 
be implemented. For an easy-to-understand description of these methods and further ex-
amples of their sociological application, see Németh and Koltai (2021).

Topic modelling methods (Blei & Raftery, 2009) assume that a corpus is represented by 
latent topics that are probability distribution over words, thus treat a text as a mixture of 
some of these topics. Using topic models, Shah (2019) investigated the contextual framing 
of rape in the English language press in India before and after the 2012 gang rape case and 
detected important changes in the framings. Sterling et al. (2019) analyzed 3.8 million 
Twitter messages and revealed that, on this platform, liberals and conservatives differ sig-
nificantly in their priorization of social values. Thus, these models help understand and 
classify the explicit content of large texts.  

Another inspiring NLP model is the family of word embedding models (Mikolov et al., 
2013), which geometrically represent the semantic structure of texts. These models posi-
tion words in a high-dimensional vector space. The training of the vector space and the 
position of the words are based on the textual context of the words. Words with similar 
meanings are placed close to each other in this space. Jones et al. (2020), using millions of 
digitized books, quantified shifts in male gender bias over time in four domains: career, 
family, science, and arts. For example, they proved that gender bias still exists in science 
by measuring the distance between male and female word pairs (she/he, woman/men, etc.) 
and focused on their distance from scientific terms, such as technology and experiment.

Our last example of important NLP methods is the family of supervised classification. 
Supervised classification makes it possible to teach the result of a traditional qualitative 
text analysis of a small sub-corpus to an algorithm, which expands its classification to a 
much larger corpus. The method is a clear example of mixed methods: the result of human 
coding (a qualitative approach) is input into the quantitative algorithm. Florio et al. (2019) 
developed a supervised classification model for hate-speech detection on a corpus of 
 Italian Twitter data. The researchers employed human coders to label (annotate) a smaller 
sample of their corpus and used it to teach the algorithm to automatize the labelling of a 
larger number of geo-tagged tweets over six years. They analysed this data together with 
macro-level social indicators and found correlations suggesting an association between 
economic and cultural factors and the presence of online hate speech. An application that 
applied a supervised classification to data from Eastern Europe is described in Csomor et 
al. (2021). In their study, they assessed the responsiveness of Hungarian local governments 
to requests for information by Roma and non-Roma clients, relying on a nationwide cor-
res pondence study. The authors showed that it is possible to detect discrimination in 
emails in an automated way without human coding.
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As the above examples show, sociological knowledge and methodology can have 
high added value in the application of NLP tools and vice versa; these methods have 
strong interpretive power, and hence they have a great deal of potential in sociological 
knowledge building. Furthermore, recent advances in NLP methods based on artificial 
neural networks are developing rapidly, with outcomes such as increasingly powerful ma-
chine translation (Khan & Abubakar, 2020), chatbots capable of answering thematic ques-
tions (Tiwari et al., 2021) and humour detection (Miraj & Aono, 2021). These developments, 
which serve a practical purpose, will also certainly find their use in social sciences.

3  Challenges

3.1  Conceptual, disciplinary, and institutional tensions

The integration of NLP into sociology demands more than merely using new methods to 
address old research questions. As we show later, a clear shift can be observed in empirical 
expertise from academia to industry since industry generates problem-solving solutions 
and can also finance these developments. Previously, the role of sociology was based on its 
own expertise in data collection, analysis and theory creation (Savage & Burrows, 2007). 
However, nowadays, social and digital data are also collected and investigated by computer 
scientists. Social scientists, who earlier defined themselves according to specific methods 
of research, have had to realize that the emerging methods are not exclusive to social 
sciences but are being developed by experts in other fields (Savage & Burrows, 2007). The 
result is a loss of dominance and a need to redefine sociology’s role in empirical social re-
search. 

Gaining competence in NLP as a social scientist is associated with a substantial entry 
cost. Sociologists have to enter a new field where language is constructed by programs, 
and the problems a researcher faces during data collection are not necessarily related to 
society or even to real people. According to Metzler et al. (2016), who conducted a world-
wide survey with social scientists, approximately half of the respondents had done some 
kind of big data analysis, and one of the most significant barriers that was mentioned was 
the lack of time for learning methods in this new field. However, sociologists with strong 
quantitative knowledge were able to improve their skills to meet this challenge. The grow-
ing number of introductory books reflects this demand (an excellent example is Ignatow & 
Mihalcea, 2017). Concurrently, computer science, physics, and computational linguistics 
experts who have much more experience in this field have discovered that their know-
ledge makes them capable of researching society and have not been afraid to use it. The 
symbolic territorial games and the above-mentioned tensions have created further diffi-
culties concerning the institutionalization of computational social science.

Though the tension between social sciences and the above-mentioned data science 
fields is decreasing, different intellectual traditions and solutions are still present in the 
two fields (DiMaggio, 2015). Quan-Haase and McCay-Peet (2017) discuss these challenges 
and difficulties, as well as the advantages of creating interdisciplinary teams. Motivations 
and rewards for scientists of different disciplines can vary: data- and computer scientists 
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favour rapid publication and more application-oriented results. On the other hand, social 
scientists prefer publishing in conventional journals (with a slower publishing process) 
with no need for applied results.2 

Nevertheless, it is worth addressing these difficulties and identifying goals that can 
satisfy the researchers of both disciplines. Automated research of society needs both ap-
proaches: the technical knowledge of computer- and data scientists and the social theoret-
ical knowledge of sociologists are complementary. These collaborations can be highly suc-
cessful and result in frequently cited papers (e.g., Tinati et al., 2014; Mohr et al., 2013; 
McFarland et al., 2013). Institutions like Harvard have realized the need to restructure 
their social sciences departments and promote collaboration with other fields (King 2014). 
Industry and academia can also be merged in such projects, such as Social Science One. 
This Harvard-incubated initiative enables academics to use the increasingly rich data of 
companies to address societal questions. In recent years, a process of consciously organ-
ized institutionalization has been observable. Several research centres and academic de-
partments have been established (e.g. the Center for Research on Computation and Society 
at Harvard and the Institute for Data, Systems and Society at MIT), BSc and MSc programs 
on computational social science have been launched, and numerous fellowships and summer 
schools (e.g. the Summer Institutes in Computational Social Science in thirty renowned 
locations around the world) provide training in the field of computational social science 
and specifically in NLP. International publishers increasingly focus on the intersection 
of  social and computational science. Book series on computational social science have 
emerged; newsletters and social research are being published. New journals have been es-
tablished (e.g. Springer’s Journal of Computational Social Science in 2018 and the Journal 
of Digital Social Research at Sweden’s Umeå University), and conference series have been 
started (e.g. the International Conference on Computational Social Science, Big Data Meets 
Survey Science, etc.).

However, most of the initiatives described above come from data- and computer sci-
ence and are less likely to be facilitated by social scientists, especially sociologists. Indeed, 
until recent years, sociology has made only minor contributions to such research. At the 
same time, researchers who analyze social digital data have made few attempts to engage 
with the social science literature (Mützel, 2015; Watts, 2013). In 2016, in a paper entitled 
‘ Theoretical Foundations for Digital Text Analysis’, Gabe Ignatow discussed the lack of 
stable institutionalization of digital text analysis in the social sciences. The question is 
how to expand this interdisciplinary approach to the traditional institutions of sociology. 
For example, although some departments (mainly at graduate schools) teach methods of 
computational social science, these new techniques are still not part of general sociologi-
cal curricula. According to Jager et al. (2020), programs in computational social science 
are still quite rare in Europe, both at the bachelor’s and master’s levels. The latter detects 
two main reasons for this lack of training: students’ mathematics-related anxiety and the 

2 Results from the database of Microsoft Academic Research tend to support these conclusions. Most of the results for 
the search term ‘natural language processing’ are from conference papers; while the main type of publication for 
‘ social network’ is journal publication; going forward to a more classical social topic, ‘feminist theory’, the ratio of 
conference papers compared to all publications in this topic is even fewer.
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limited knowledge of academic instructors. The latter claim is consistent with the finding 
of Metzler et al. (2016) that this knowledge is not evidently available among social scient-
ists, and significant time will be needed to build it. The main question is how can educa-
tion provide an appropriate knowledge of social theory as well as specific computational 
skills that students can apply (Boyd & Crawford, 2012).

3.2  Do ‘numbers speak for themselves’? Measurement and data quality

3.2.1  Objectivity

The claim that ‘numbers speak for themselves’ comes from a widely cited and widely criti-
cized pamphlet written by Chris Anderson, former editor-in-chief of Wired magazine (2008). 
Anderson introduced a new paradigm of empiricism that assumes that the vast volume of 
data offers objectivity and precision, suggesting that scientific hypotheses and modelling 
are not needed anymore. Many different disciplines were represented in the responses 
provoked by the article, including biology (Pigliucci, 2009), biochemistry (White, 2009), and, 
with some delay, social science (a well-known response was provided by boyd & Crawford, 
2012, and a more recent one by Resnyansky, 2019). 

The question of objectivity also arises in the field of NLP. The challenge is epistemo-
logical in nature: digital data – compared to survey data – are not the product of tradi-
tional operationalization processes but are like ‘digital footprints’. Researchers cannot 
plan the concrete measurement of their concepts but ‘have to cook using what they find’. 
For example, let us take the Hedonometer, a Twitter-based text analysis tool that measures 
the happiness of large populations in near real-time (hedonometer.org) by the University 
of Vermont, Complex Systems Center). A traditional survey with a similar aim would be 
based on responses from a representative sample (e.g. to the question ‘How happy do you 
feel on a scale of 1 to 4?’). The Hedonometer measures the happiness of regions/time inter-
vals based on the average happiness of the respective tweets (subjective decision 1). The 
happiness of tweets is based on average happiness scores assigned to the words in the tweet 
(subjective decision 2). In this language model, tweets are not analyzed syntactically, but 
their words as a set are considered, which is called the bag-of-words model (Németh & 
Koltai, 2021) (subjective decision 3). To quantify the happiness of words, Amazon’s Mech-
anical Turk service (that is, combined human decisions, were used). For example, words like 
‘hope’, ‘hero’, and ‘to win’ score highly (subjective decision 4). The procedure is an example 
of lexicon-based sentiment analysis. It is clear from the example that digital footprints do 
not have meaning in themselves; it is researchers who construct meaning. 

3.2.2 Context

The role of context is another concern that is often raised (Shaw, 2015; Lewis, 2015; Törn-
berg & Törnberg, 2018). Context is a specific phenomenon that is hard to capture on a large 
scale. In the case of the Hedonometer, the question of context trivially emerges: the happi-
ness of words is measured without taking their context (= the tweet they are mentioned 
in) into account, and the happiness of tweets is also measured without assessment of their 

https://hedonometer.org
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context. However, messages are culturally embedded and are affected by social norms, 
which can vary in different societies. Some of the Hedonometer’s results (e.g., older blog-
gers are less happy, and the happiness of music lyrics decreases over time) might be traced 
back to these factors and do not indicate real shifts in well-being. 

3.2.3  Internal and external validity

Basic methods for evaluating the quality of surveys – e.g., assessments of external and in-
ternal validity – can also be easily implemented in this field (for a complete adaption of 
total survey error to Big Data, see Amaya et al., 2020). Turning back to the Hedonometer: 
do American Twitter users represent the whole American population? Is the random sample 
of tweets provided by the Twitter API representative of the whole Twitter stream? Such 
questions are all related to the classical aspects of the quality of measurement. Regarding 
external validity, intuition and scientific research suggest that widely used social media 
data cannot be treated as a representative sample of the general population (Blank & Lutz, 
2017). As for internal validity, traditional quantitative social research works with numeri-
cal data supplied by survey respondents and is subject to potential measurement errors 
like recall bias or social desirability bias. Computational methods, however, are often ap-
plied to ‘found texts’ that were usually created for some other purpose than scientific 
analysis. Thus, these data often refer not to self-reported but observed behaviour, hence 
are free from recall bias and social desirability bias. These data have higher internal valid-
ity in this sense than classic survey data. However, during the analysis, texts are translated 
into numbers (see earlier for how the Hedonometer defines and measures happiness), and 
the translation process includes many decision points, which – as with any quantitative 
research – have to be handled by the researcher. 

We conclude that in the case of NLP, there is some distance between results and 
‘real ity’ that decreases internal validity, just like in the case of traditional survey research. 
The consequence is also similar: this distance does not invalidate ‘translated texts’ but 
highlights the importance of understanding our data that are ‘social’ in origin. Including 
conceptual frameworks and social theories and integrating social scientific knowledge 
into computational analytics could support this understanding. With detailed documenta-
tion of proper methodology and conscious interpretation that deals with representation 
error, measurement error, and context, reports like Hedonometer’s can also give compel-
ling insights into society.

4  ‘Change the instruments, and you will change the entire social 
theory that goes with them’ – A new methodological paradigm?

4.1  Prediction vs. causation

A search for Latour’s quote (2010) in the title, together with the expression ‘big data’, gen-
erates hundreds of Google hits. Indeed, digital data reframe the measurement process 
(as discussed in the previous chapter) and the logic of scientific research. Because of its in-
dustrial origin, analytical methods associated with the new paradigm are optimized for 
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prediction, while explanation and causation – the focus of sociology – tend to be outside 
its scope. The discourse that frames this change as a paradigmatic one (creating a tension 
between ‘new’ and ‘old’) may make it more difficult for automated data analytics to be in-
tegrated into sociology.

Consider the paper of Tsakalidis et al. (2015), who predicted election results using 
Twitter data and polls. The authors defined different machine learning models and, based 
on some measures, selected the best one. They implemented this selection process without 
interpreting the model and identifying the factors most likely to influence the election 
 result – as would routinely have been done in traditional sociology.

In general, a specific feature of computational text analysis inherited from data sci-
ence is that it aims to optimize predictions, as opposed to traditional social research, 
which tries to define causal models. This difference is crucial. The former concentrates on 
the outcome (e.g., classification), looking for the optimal function of the predictors while 
trying to avoid over-fitting. The latter is interested in the effect of a given predictor (a so-
cial determinant) adjusted to potential confounders. Predictive models are not interested 
in interpretable effects (e.g., they often transform or re-categorize predictors if this in-
creases model fit, even if this results in noninterpretable effects). On the contrary, for tra-
ditional social scientists, proper operationalization and interpretation of the effects of 
predictors are very important, and predictive power is less so. A good example of such 
non-interpretable effects is the Netflix Grand Prize winner model. In this contest, the 
goal was to predict the evaluation of movies. In the winning model, one of the main ex-
planatory variables was ‘if there is a number in the title of the movie’ (Töscher et al., 
2009). NLP applications selected the best-performing predictive models based on their 
predictive accuracy: the focus was on the model’s performance, and how the model 
worked did not matter. From the traditional causal point of view, these models are like 
black boxes. 

4.2 Two cultures of statistical modelling

The prediction vs. causation contrast yields a significant dichotomy from the perspective 
of the philosophy of science and has statistical relevance as well. However, it fits more 
generally with the contrast that is identified between data-driven vs theory-driven ap-
proaches. Indeed, the essence of the dispute sparked by Anderson (2008) can be captured 
as a conflict between new data-driven and explorative approaches and traditional, theory- 
driven, model-based ones. There have been two decades of reflection on the statistical ele-
ments involved in this contrast, provoked by a paper by Leo Breiman (2001). Breiman 
writes about ‘two cultures’ of statistical modelling. The traditional approach assumes the 
presence of a stochastic model for the data generation process: i.e., how are the data dis-
tributed, and how does the outcome relate to the predictors? The model is validated by 
 residuals and goodness-of-fit statistics, while the model parameters are interpreted to 
 answer the research questions. Algorithmic modelling, on the contrary, assumes nothing 
about the data and is not engineered to create an interpretable model. It just creates a 
‘black box’ model and evaluates its performance according to its accuracy – namely, its fit 
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to the data. This dichotomy anecdotally provoked the British statistician Brian D. Ripley to 
state that ‘machine learning is statistics minus any checking of models and assumptions’. 3 

Additionally, data science uses optimization procedures to choose from many ma-
chine learning models to select the best one according to its predictive power. Since a vast 
number of predictors are available in most cases, variable selection methods are used to 
overcome the effect of noise and obtain relatively few variables relevant to the predictive 
task. In contrast, traditional social researchers only define one model, but they describe it 
in a theory-based way. The selection of predictors is also based on theory. In doing this, both 
approaches aim to create a robust model that works not just in the given context or with 
specific data but also in other cases. Therefore, integrating sociological knowledge into each 
step of the automated text NLP analysis process may increase the robustness of the results.

4.3  Reconciling the two seemingly conflicting approaches 

The above-described features of machine learning algorithms are understandable, consid-
ering the large amount of data they use, the many parameters they estimate, and the com-
plexity of the nonlinear functions and interactions, which are all part of the outcome pre-
diction process. Breiman’s point is that data scientists’ modelling approach should be 
added to the standard statistical toolbox as an option. Indeed, the contrast between the 
two approaches is neither antagonistic nor paradigmatic. Predictive and causal approaches 
are not substitutes: they can help answer different research questions and even supple-
ment each other. In biomedical sciences, predictive (etiologic) and causal (diagnostic) ap-
proaches have long co-existed. Their relationship is well-articulated and is even part of the 
standard training curriculum (e.g., the widely used university literature by Kleinbaum et 
al., 2008). The interpretation of predictive models helps us open up the black box. For ex-
ample, finding the most important predictors (in NLP terms, the ‘features’) of logistical 
regression and interpreting their coefficients brings us closer to understanding the meas-
ured social phenomenon. Cheng et al.’s (2015) paper provides an excellent application of 
NLP where prediction is applied in addition to an explanation in a study of antisocial be-
haviour in online discussion communities. Lately, data scientists have also tried to open 
the ‘black box’, arguing that even the developers of these algorithms should not ‘trust the 
model’ and ignore why it made certain decisions (Molnar, 2019).

4.4 Causal analysis in NLP

Extracting causal relations from data, specifically textual data, has also received attention 
recently (Feder et al., 2022). The dichotomy between theory-driven and data-driven ap-
proaches mentioned above can be seen here in the fact that a causal analysis is based on 

3 One of the fortune cookies in R (package ‘fortunes’, fortune 50) includes this quote: ‘To paraphrase provocatively, 
“machine learning is statistics minus any checking of models and assumptions” – Brian D. Ripley (about the differ-
ence between machine learning and statistics) useR! 2004, Vienna (May 2004).’
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domain knowledge, while an analysis that seeks to identify correlations requires only 
data. As one big-data bestseller (Mayer-Schönberger & Cukier, 2013) summarizes: correla-
tion analysis is quicker and cheaper than causal methods. Moreover, the causal relation-
ship does not deepen our understanding of the world. These sentences may remind tradi-
tionally trained sociologists of the threat of identifying spurious (only seemingly existing) 
correlations. Indeed, spurious correlation is one of those methodological pitfalls that is 
listed when speaking about the analytical features of digital data (see Gandomi’s and 
Haider’s prolifically cited paper from 2015). Spurious correlation may also be present in an 
NLP analysis. For example, we can detect it in the results of the Hedonometer that older 
bloggers are less happy, or the happiness of music lyrics decreases over time. A potential 
confounder is language usage, which changes by age group and period. Sociologists inter-
ested in causal explanations routinely try to operationalize and adjust for potential con-
founders. However, analysts often do not have access to such background variables, in-
cluding demographic variables, when they use digital data. A perspective solution is to 
extract this background information from the text by identifying document covariates 
(e.g., masculine or feminine style).

Beyond the ‘control variable’ approach, other causal approaches may be applied in 
the field of NLP. For example, follow-up studies yield stronger causal evidence than re-
peated cross-sectional ones. However, their sociological analogues – panel studies – are 
expensive and burdened by the dropout rate (panel attrition). Digital data include the 
needed temporal dimension, making them more available for causal analyses. For example, 
Barberá et al. (2014) employed Granger causality (a temporal causal framework for deter-
mining whether one time series is useful in forecasting another) to analyze whether mem-
bers of Congress are more likely to lead or follow their constituents on political issues. 
The authors analyzed Twitter messages of legislators and the public during the 113th US 
Congress. Hedonometer data could be used in a similar way to investigate the relationship 
between spatial aggregates (e.g. unemployment) and the happiness levels of people living 
in the same area. However, note that only aggregate data can be analyzed based on the 
Hedonometer, as we cannot link Twitter data with unemployment data at the individual 
level. In contrast, the following paragraph provides an example of extracting causal rela-
tionships at the individual level using the Hedonometer.

In a randomized controlled experiment, the gold standard of causality can also be 
applied in an online context. One example is the famous large-scale Facebook experiment 
(Kramer et al., 2014), where authors found causal evidence for emotional contagion. An-
other example is described in Walther et al. (2008), who examined observers’ impressions 
of profile owners by manipulating what other users post on their profiles. Using the Hedono-
meter also represents an opportunity to experiment, and the easiest way to do this is by 
natural experiment when experimental and control conditions are determined by nature 
or by other factors outside the control of the investigators. For example, a fascinating 
question is whether environment or culture has a greater influence on happiness. Follow-
ing Twitter users for a longer period could help identify whether the country of birth or 
country of later move is a more important determinant of happiness, whether moving later 
in life plays a lesser role, and how long one has to live in a new country for its effects on 
happiness to be felt.
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5   Incorporating traditional quantitative methodology  
into the field of automated text analysis

Traditional quantitative sociological methodology could also enrich NLP research. Earlier, 
we wrote about including explanations (and causality) in research goals. In contrast to 
DiMaggio (2015, p. 4), who states that ‘[e]ngagement with computational text analysis [...] 
requires social scientists to relax some of our own disciplinary biases, such as our pre-
occupation with causality’, we believe that descriptions and predictive models alone are 
not sufficient to satisfy the interest of social scientists, thus the latter should make efforts 
to create explanatory models with causal assumptions. (For methodological solutions that 
achieve this aim, see our earlier recommendations.)

A paradigmatic methodological feature of quantitative social science is its deep-rooted 
connection with statistics. Applied statistics and social sciences evolved closely and in 
parallel, whereby the latter promoted the development of new statistical models for ad-
dressing substantive sociological questions (see, e.g., the successive generations of inter-
generational social mobility research [Ganzeboom et al., 1991]). Sociologists and data sci-
entists know about different facets of statistics, thus, their cooperation could be inspiring. 
Additionally, quantitative sociologists are trained in a broader context of social data 
 analysis to discover domain-related knowledge. For example (as mentioned earlier), the 
century-long sociological reflection on representation and measurement errors can be 
 directly implemented into computational social science. A further example is the group of 
classic multivariate methods that are frequently used in sociology. Their straightforward 
geometric interpretation (such as through the different variants of cluster analysis, prin-
cipal component analysis, factor analysis, and multidimensional scaling) may provide new 
insight into the study of NLP methods such as word embedding vector spaces. 

6  Summary
The digitalization of society and new methods of social research are together creating 
 fundamental changes in science. In this paper, we gave an overview of the social scientific 
context of NLP, review the main opportunities associated with this, and discuss the chal-
lenges of integrating the new generational toolbox into sociology. 

One of the challenges is epistemological in nature: digital data are not products of a 
traditional operationalization process but are like ‘digital footprints’, which raises ques-
tions related to their objectivity and validity. More generally, the challenge of the new 
data and methods can be formulated as a new research paradigm: new analytical methods 
are optimized for prediction, while explanation and causation – which are the focus of so-
ciology – are somewhat outside their scope. The new, data-driven approach often approx-
imates causality with simple correlation. 

Our point is that the contrast between the old and the new approaches is neither an-
tagonistic nor paradigmatic. On the contrary, predictive and causal approaches can give 
answers to different research questions, and the approaches may be complementary. 
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Based on our earlier argument, integrating sociological knowledge into NLP en-
hances our understanding and makes it possible to broaden sociological knowledge by dis-
covering new insights. Numbers do not speak for themselves, whatever complex analyt-
ical methods we use. It is the researcher who makes the calls ‘behind’ the numbers when 
making decisions at each step of the analysis and when interpreting the results. The depth 
and reliability of new insights depend on the domain-specific knowledge applied through-
out the whole analytical process. Sociological expertise is required to formulate a research 
question, select the proper corpora, understand its formation and context, select and spe-
cify data preparation and pre-processing procedures, evaluate model validity, interpret the 
results, and position the interpretation in the scientific discourse. Without a theoretical 
framework, our model may not contribute to understanding the problem being investigat-
ed. As the above-mentioned case of the Netflix Prize also shows, solely searching for pat-
terns is no more than ‘data fishing’, which is of only slight relevance in sociology and data 
science. However, NLP analyses which attempt to interpret models and adapt methods 
that provide stronger causal evidence can lead to correct results and more effective ways 
to build sociological knowledge.

Turning to the institutional context, several research projects that used digital social 
data have been implemented by data scientists rather than sociologists. However, the dis-
covery of new knowledge regarding society also needs sociological knowledge, which makes 
dialogue between the two disciplines necessary. The hope is that these methods and per-
spectives will be organically integrated into sociology, which requires much more than 
‘picking up’ some new methods. New institutional conditions are needed that are built on a 
conscious process of institutional renewal (e.g., aimed at making the different interests of 
disciplines compatible). Quantitative sociology is undergoing a transformation from the 
work of single researchers who write the questionnaires and analyze the data alone to inter-
disciplinary collaborations. The new skills that are needed to analyze digital textual data 
should be added to the quantitative sociological curriculum in parallel with the expansion of 
pre-existing courses that cover issues related to digital data. If computational methods are 
more widely known and taught, sociology in general can take a huge step forward.
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