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Abstract

According to the textbook definition, a topic model aims to uncover the underlying 
topics of a corpus. Despite its widespread use across disciplines, the nature of these 
‘topics’ has remained relatively underdefined. This research note attempts to fill this 
gap, drawing on empirical evidence to elucidate the practical application of the model. 
We argue that the frequency of terms within texts is influenced not only by their 
theme but also by factors such as genre and context, thus extending the notion of 
‘ latent topics’ beyond referential-semantic boundaries to include pragmatic conside-
rations. Through case studies focusing on different genres, such as parliamentary 
speeches and online forums, we demonstrate the importance of pragmatics, which is 
often overlooked in well-known early applications that deal predominantly with for-
mal written texts such as newspaper articles or academic papers.
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1  Problem statement

One of the best-known natural language processing (NLP) models, the topic model (Blei 
et al., 2003; Lafferty & Blei, 2009), aims to define the latent ‘thematic structure’ of a corpus 
of texts, i.e., to identify latent ‘topics’ based on the terms that occur in the texts. Many 
variants of the model have been developed over the last two decades and are widely used 
in a wide range of disciplines, but few papers have addressed the question of what is 
meant by ‘thematic structure’ and what exactly are the ‘topics’ that are identified. Accord-
ing to a recent systematic review, most researchers use topic models in a suboptimal man-
ner due to the lack of methodologically elaborated interpretative protocols (Laureate et al., 
2023). According to more profound criticism, topic modeling in its current form is usually 
based on ‘unrealistic assumptions,’ cannot be validated, does not model themes or content, 
and is uncontrollably affected by apophenia and confirmation bias (Shadrova, 2021). 

While not so dismissive, we tend to agree with the direction of these criticisms:  using 
topic models in social scientific research requires a lot of methodological and epi stem-
ological reflection to clarify the capabilities and limitations of the method. The present 
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paper aims to contribute to these reflections from the perspective of researchers who use 
topic models for analyzing various textual corpora. While working on various corpora, we 
have realized both the interpretative and epistemological uncertainties of topic models 
and attempted to find local solutions to emerging problems. In our experience, comple-
menting quantitative results with iterations of qualitative analysis can help to decrease 
the above-mentioned uncertainties.

The purpose of this short research note is to explore these issues based on our em-
pirical experience to support the practical use of the model. After presenting the views of 
some authors on this issue, we will argue that the higher/lower frequency of certain terms 
within texts depends not only on the narrowly defined topic/theme of the text but also on 
its form, genre, and context; ‘latent topics’ may therefore differ not only in referential- 
semantic terms (which is the narrow sense of ‘topic,’) but also in pragmatic terms. In the 
case studies to which we refer, we will see examples of both the role of genre (type of par-
liamentary speeches), the importance of word forms (the characteristically different roles 
of nouns and verbs), and, more generally, the usability of speech act theory in this context.

2  A heuristic description of the topic model

According to its authors (Blei et al., 2003; Lafferty & Blei, 2009), the topic model aims at 
identifying latent themes (in NLP terms, ‘topics’) in a corpus. Statistically, ‘latent topics’ 
are probability distributions over terms in the dictionary. The model attempts to maximize 
the distinctiveness of topics, i.e., it tries to distribute the words across topics in such a way 
that the topics are most clearly distinct from each other. A given topic can be identified by 
the terms that are most specific (most relevant) to it. For example, the co-occurrence of 
words such as water, farmland, plan, GMO, floods, and hectare in a subset of parliamenta-
ry speeches indicates that an agricultural topic is being discussed (see Németh et al., 2025). 
Thus, the co-occurrence of terms is important in identifying topics. Because of this prop-
erty, the model stands in sharp contrast to dictionary-based approaches that examine the 
frequency of predefined dictionary items in texts; for example, political scientists’ populist 
dictionaries used to identify populist politicians.

The topic model represents text with a simple ‘bag of words’ model that does not 
take into account word order or sentence tagging but maintains multiplicity, i.e., it keeps 
track of the number of times each term occurs in the whole text. Therefore, the model re-
quires preprocessing of the text, such as the removal of punctuation and inflectional end-
ings (stemming or lemmatization) as well as common words like conjunctions and articles 
(stopword removal), and the combining of frequently co-occurring terms and multi-ele-
ment proper nouns into single terms (significant n-gram identification and named entity 
recognition).

One of the assumptions of the model is that there is a finite number of topics that 
‘generate’ the texts. Texts can be identified as mixtures of topics, with as few topics as pos-
sible for a given text and as few characteristic terms as possible for a given topic. By esti-
mating the parameters of the model, it is possible to find these topics (and the most rele-
vant terms associated with them, i.e., words that are characteristic of the topics) and to 
estimate the extent to which a given text is associated with each topic (this is the topic 
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contribution indicator). The contents (labels) of the topics estimated by the model are then 
assigned to each topic by the researcher by interpreting the most relevant terms in the 
topics and by qualitatively processing the texts that are most representative of the topics 
in terms of their topic contribution. The relevance of a term (Sievert & Shirley, 2014) is 
 defined as the sum of the topic-specific frequency of a term and a penalty term, which is 
an increasing function of the overall frequency of the term. Obviously, terms that occur 
frequently in a given topic but are also very frequent in the corpus as a whole are less rele-
vant to the topic. Ideally, the interpretation is straightforward for the researcher who is 
familiar with the field, and the topics speak for themselves.

The number of topics is an input parameter of the model. One of the main aspects of 
fitting and interpreting topic models is, therefore, determining the ‘correct’ or rather ‘opti-
mal’ number of topics. This decision can be justified objectively based on the number of 
clusters in cluster analysis. Choosing too low a number may lead to overly general topics, 
while choosing too high a number may lead to fragmented, redundant topics. Statistical 
metrics may also be used to support the decision, such as perplexity, which tests how suc-
cessfully the model predicts new data, or various coherence metrics, which try to quantify 
the semantic similarity between the most relevant words in a given topic. The optimal 
number of topics is then determined by the maximum (or rather the local maximum) of 
the metrics computed for models with different numbers of topics. However, a mixed ap-
proach that also uses a qualitative assessment of the interpretability of the topics often 
yields better results when the qualitative assessment of the interpretability of the topics is 
also applied.

There are several different versions of the topic model, which differ in their statistical 
assumptions; historically, the first and perhaps most commonly used is Latent Dirichlet 
 Allocation (LDA; Blei et al., 2003). More recent variants allow for the analysis of correla-
tion between topics (correlated topic model) or variation over time (dynamic topic model) 
or different distributions by author (author topic model) or the impact of metadata on topic 
content (structural topic models), etc. 

Exceptionally, in the field of text mining, this model has become popular not only in 
business but also in academia, namely, in humanities applications. Blei and his co-authors 
already recommended the method to humanists, and indeed, applications in this field ap-
peared very early on – for example, historians have used it for historical journal analysis 
or diary analysis, and literary scholars for the analysis of poetic texts. The Journal of Digi-
tal Humanities devoted a special issue to the method as early as 2012.

To illustrate the productivity of the method, we will present a few applications that 
are characteristically different in terms of both subject and corpus. Mützel, in the Berlin 
project (2015), analyzed restaurant reviews of the city’s restaurants going back 20 years. 
The LDA topic model helped to find changes in trends over a longer time span and also al-
lowed the researcher to turn to the corpus qualitatively (through traditional reading) to 
find a turning point. The model revealed a dominant dynamic, namely that people had be-
gun to pay more attention to the ‘new German cuisine’ than to local quality and atmos-
phere with a focus on regional and seasonal ingredients. Light and Cunningham (2016) 
looked at speeches given at the Nobel Peace Prize acceptance ceremony, which they argue 
are increasingly associated with globalization and neoliberalism, shifting from earlier 
(e.g., Christian) schemas. Blevins (2010) applied the method to the diary of Martha Ballard, 
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who lived in the 18th century. The diary contains almost 10,000 entries, so for a systematic 
overview, it is really helpful to have access to automated tools. The topics separated by the 
topic model were labeled with terms such as death, housework, and emotions, and it was 
seen, for example, that entries related to emotions became more frequent as the diary 
writer aged. An application in media studies is the work of Jacobi et al. (2016), who, from 
an analysis of New York Times articles on nuclear technology from 1945 to 2016, found that 
LDA is a very useful tool for the relatively fast content review of huge digital text corpora. 
Political scientist Grimmer (2010) examined how senators explain their work in Washing-
ton to voters by simultaneously examining the themes of media texts and senators’ press 
releases. One of Grimmer’s findings, which contradicts the theory of some political scien-
tists, is that senators from the same state emphasize similar priorities in their press releas-
es as senators from different states, and the author explains this by suggesting that sena-
tors from the same state may rely on similar constituencies. Finally, we present two 
articles that analyze speeches from the Hungarian Parliament (Németh et al., 2025, focus-
ing on the parliamentary discourse of the Carpathian Basin; and Sik et al., 2024, analyzing 
the big picture of two decades of Parliament).

3  Previous considerations on the nature of the topics

The following brief scientific history of the introduction and diffusion of the topic model 
focuses on showing how the first, narrow semantic understanding of the concept of ‘topic’ 
necessarily became broader as a result of applications covering an ever wider spectrum 
and how it became necessary to include the dimension of pragmatics alongside the dimen-
sion of semantics in the definition of ‘topic.’ 

In their first paper, the authors of the model take a technical approach to the nature 
of topics without mentioning any other approach to interpretation: ‘We refer to the latent 
multinomial variables in the LDA model as topics […] so as to exploit text-oriented intui-
tions, but we make no epistemological claims regarding these latent variables beyond 
their utility in representing probability distributions on sets of words’ (Blei et al., 2003, 
p. 996). 

Later, in a co-authored paper (Lafferty & Blei, 2009), Blei presented the topic model 
variants using the example of the JSTOR scholarly journal archive, where topics are actu-
ally disciplines or sub-disciplines. Here, the presented application of the model operates 
within a narrow genre field (scientific articles), using a purely semantic approach without 
the need for a pragmatic dimension. It uses content as a synonym for topic (‘To develop 
the necessary tools for exploring and browsing modern digital libraries, we require auto-
mated methods of organizing, managing, and delivering their contents,’ p. 71) and refers to 
latent content structures (‘finding useful structure in an otherwise unstructured collec-
tion,‘ p. 71; ‘the hidden variables represent the latent topical structure,’ p. 73).

Blei’s later paper with sociologists is not only a methodological novelty but also an 
important work in cultural sociology, providing general research experience about the 
model from a less technical, more interpretation-validation-oriented approach. It is not 
only about latent themes but also about information reduction, and the importance of 
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 interpretation is emphasized (‘How can we capture the information we need, reduce its 
complexity, and provide interpretations that are substantively plausible and statistically 
validated?’, DiMaggio et al., 2013, p. 570). New to the article are the concepts of framing 
and context, which go beyond the earlier technical semantics of topics (‘In applications to 
the study of culture, substantive interpretability is crucial. Many topics may be viewed as 
frames (semantic contexts that prime particular associations or interpretations of a phe-
nomenon in a reader) and employed accordingly’, p. 578). 

To our knowledge, this paper is the first to introduce the concept of relationality in 
meaning, providing an epistemological approach to the previous technical definition of 
the topic. According to the authors, meaning is relational in the sense that co-occurrences 
are important in assigning words to topics, and meanings are derived from these relations 
rather than from the words themselves. The paper cites structuralist linguistics and 
 Saussure in this context, i.e., the original technical-statistical approach of the topic model 
is given a new, more complex interpretation in relation to concepts from other disciplines.

Schmiedel et al. (2019) relate the meaning of topics to the linguists’ concept of distri-
butional semantics (Firth, 1957) because, according to them, semantic similarities between 
linguistic items can be determined based on their distributional properties within a topic. 
This approach claims more than the relational model because it also implies that words 
occurring in the same context have similar meanings. It is worth noting here that word 
embedding models (Mikolov et al., 2013), which have gained much importance in recent 
years, also build on the distributional semantic approach to define vector spaces in which 
the location of a word depends on its corpus environment, i.e., its meaning. But here, the 
environment is defined using a small distance (only a few words), whereas topic modeling 
considers co-occurrences over a much wider range, typically a whole text. Therefore, the 
meaning relationship detected in topic modeling is less definitive than that defined in 
word embedding, and it is not possible to identify the meaning of words for topic models. 

Blei et al. (2003) and others asserted the ‘thematic coherence’ of topics; however, the 
concept of ‘coherence’ also remained ill-defined in this research. However, later attempts 
were made to quantify coherence, e.g., Röder et al. (2015). Coherence measures always 
measure the semantic proximity of the relevant terms of a topic, where proximity is deter-
mined by an external reference corpus (e.g., Wikipedia). Röder et al. (2015) measured the 
validity of coherence metrics by human raters, not directly by going back to the original 
texts (i.e., by reading the texts belonging to a given topic and judging their coherence) but 
indirectly by assessing the semantic coherence of the relevant terms of the topic. 

Gillings and Hardie (2023) and Brookes and McEnery (2019) have pointed out the 
shortcomings of this approach to the interpretation of topics, which can also be found in 
early applications (e.g., DiMaggio et al., 2013). They argue that word lists alone are of lim-
ited use for interpreting topics, and a traditional reading of the most representative texts 
is also necessary. This is supported by our own research experience (for a detailed descrip-
tion of our interpretation and validation procedure, see, e.g., Németh et al., 2021), and oth-
er users of topic models also often explicitly refer to mixing methods – see, e.g., Jacobs and 
Tschötschel (2019) or Chakrabarti and Frye (2017).

Shadrova (2021) gives one of the most comprehensive discussions of the epistemolog-
ical problems of the nature of topics. Focusing on the claims relevant to the present paper, 
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she distinguishes the meaning of ‘topic’ according to the discipline in which it is used and 
sees a marked difference between, for example, information science, social sciences, and 
literary studies. According to Shadrova, information science understands topics as labels 
that can be used, for example, in the efficient classification of libraries; in the social sciences, 
a topic is the meaning derived from words that belong to similar semantic categories, 
while in literary studies, a topic is woven into a historical or societal context. As Shadrova 
claims, defining and quantifying co-occurrence in the interpretation of topics is a linguis-
tically daunting task, requiring consideration of genre, text type, length, etc. 

We will argue below that the role of societal context is also important in social sci-
ence applications and that it is, therefore, simplistic to focus only on referential-semantic 
meaning in interpretation. Indeed, as we have seen in the brief literature review presented 
above, the first applications of the topic model were in the field of information science and 
were actually for classifying texts of the same genre (e.g., scientific articles). Moving out of 
this narrow framework – for example, into the field of cultural sociology – necessitated 
the use of the concepts of context and framing. After all, the fundamental interpretative 
challenges of hermeneutic social sciences, as elaborated by the founding fathers (e.g., 
 Weber, 1949), are not rendered obsolete by the new analytical tools. The meaningful inter-
pretation of textual data remains the task of a ‘hermeneutic circle’ (Grondin, 2015), regard-
less of whether the corpus consists of interviews or large-scale digital texts. To under-
stand topics as semantic clusters, the ‘whole’ (represented by the key terms) can be 
understood from the perspective of the constitutive ‘parts’ (represented by the individual 
speech acts), and vice versa, the parts can be understood from the perspective of the 
whole. The iteration of these rounds of interpretation has the potential to reveal the ‘the-
matic coherence’ and fully explore the semantic and performative features of the topics. 
In  what follows, we will show how the application of these principles enriches topic 
 modeling: in our understanding, the semantics of topics indeed include genre and other 
pragmatic features that have important interpretative power in social science applications.

4  Summary of our research experience

4.1  The role of genre in Parliament

In a paper in the second part of this issue (Németh et al., 2025), we analyzed speeches in the 
Hungarian Parliament containing the term ‘Kárpát-medence’ (Carpathian Basin) using 
structural topic modeling. The term ‘Kárpát-medence’ is one of the most significant con-
cepts in Hungarian geopolitical thinking, which also served irredentist goals in the period 
between the two world wars. The concept has been gradually revived in recent  decades and 
is now part of everyday political discourse and national identity building. The stake of our 
research is that the concept of the Carpathian Basin is not a neutral concept, as it is charged 
with geopolitical intentions and is consciously used by actors in political discourse.

Parliamentary speeches have fixed types, and these types show important pragmatic 
differences. They can be classified into two main groups, according to Parliament’s dual 
function (legislative and control). Keynote speeches, speeches, and pre-agenda speeches 
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usually have a legislative function, i.e., a representative function that reflects the main 
messages of the parties. Speeches with a control function are usually immediate ques-
tions, immediate answers, and two-minute speeches. Another important genre distinction 
is whether the text is pre-written or spontaneous. Finally, debates are also audience- 
oriented, as they take place in front of a real audience and a virtual audience of voters.

We found that, compared to the corpus as a whole, the Carpathian Basin sub-corpus 
is more likely to contain pre-written speeches, which have a legislative function and rep-
resent the main messages of the parties and are pre-written. In other words, the use of the 
term ‘Carpathian Basin’ is important for speakers when they want to represent their point 
of view, suggesting the strong ideological function of the term. Similarly, we identified a 
characteristic difference in the distribution of genres within the topics. 

In our mixed-methods interpretation of the topics, we found that the importance of 
the speech function was most pronounced in the topics dealing with administrative and 
regulatory issues affecting Hungarians living beyond the borders. This topic turned out to 
be quite interactive and included controversial issues. For example, ‘you’ was among the 
most relevant terms, suggesting that there were often arguments about the topic, and 
‘don’t be angry’ was also a relevant term, suggesting even heated arguments (‘don’t be an-
gry, but…’ is a phrase that is commonly used in Hungarian when one party in a dispute 
disagrees with the other). The qualitative analysis also showed that the topic is often in-
cluded in heated debates. 

That is, according to our observation, topics can be characterized not only on a de-
scriptive or semantic level but also on a pragmatic level. There are topics of a more per-
formative nature concerning the function of Parliament as a context, where speech is part 
of political action and can therefore be approached as a speech act. 

4.2  Speech acts in Parliament

The importance of speech acts was first pointed out by Austin (1962), who stressed the im-
portance of the non-referential use of language and the many functions that utterances 
perform as part of interpersonal communication. Austin showed that many utterances 
do not convey information but have an action value; he called these utterances ‘perfor-
matives’ as opposed to ‘constatives.’ From this perspective, the three components of a 
speaker’s utterance are locution (the semantic meaning of the utterance), illocution (the 
speaker’s intention, the performative function), and perlocution (how the listener received 
it). This approach has also fertilized the social sciences; see, for example, Habermas (1984).

Our experience shows that this approach can be fruitfully used to interpret the topic 
model. The interpretation can, in the first step, focus on the semantic level of the text: at 
the level of the topics, one can analyze substantive themes that refer to the locutionary 
level. At the same time, it is worth looking at word types separately in order to identify 
other types of speech acts. Adjectives refer partly to moods and partly to the illocutionary 
and perlocutionary levels. If we look at topics that include verbs as relevant terms, we can 
find descriptive, argumentative, or performative speech acts. A qualitative analysis of the 
most representative texts can support the classification.
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As an illustration, we first cite our paper (Sik et al., 2024), where we set out to map 
the Hungarian parliamentary discourses of the last two decades from the perspective of 
democratization using structural topic modeling. During the interpretation, we identified 
both substantive characteristics (i.e., what topics and framing appear) and the pragmatic- 
level characteristics of the text (how the topic is discussed). After interpreting each topic 
individually using both quantitative and qualitative approaches, we classified the topics 
into three groups according to their performative nature. The three groups differed both 
in their typical word-class patterns and in their speech-act function. The first group (labe-
led ‘descriptive speech acts’) was constituted of policy-based topics discussing specific 
economic, social policy, and administrative issues, mostly in a technocratic, descriptive 
manner. The relevant terms associated with the topics in this group were nouns (e.g., ex-
penditure, transfer, contractor, taxpayer, resource-sharing, micro-region, inflation, tax cut, 
livestock, agroeconomics), indicating a highly specialized expert language. However, 
these topics were not only similar to each other on a substantive level but also on a prag-
matic level: the hermeneutic analysis of the exemplary speeches revealed that the tone of 
these speech acts was relatively rational compared to the other clusters. Debates revolving 
around expert issues tended to maintain a rational basis, as the parliamentarians did not 
evaluate each other but relied on discursive frames of justification.

The second group was labeled ‘confrontational, argumentative speech acts.’ It con-
sisted of controversial topics such as crises, financial crimes, political scandals, or the 
neuralgic points of memory politics. The group was characterized by emotionally charged 
adjectives and attributes (e.g., heroic, noble, authoritarian, beautiful, illegal). As the her-
meneutic analysis of the speeches of this group revealed, the tone of these speeches was 
highly emotional: the MPs did not rely on the logic of justification but instead gave emo-
tionally heated, divisive speeches.

The third group contained most of the verbs within their relevant terms; this cluster 
consisted mostly of performative speech acts that served an illocutionary function. Ac-
cording to the hermeneutic analysis of the speeches, the common core of these substan-
tively diverse speech act patterns was performative functionality: linguistic patterns ex-
pressing hostility (terms such as ‘lying,’ ‘lies,’ ‘stupid,’ ‘ashamed’) and politeness (e.g., 
‘respected,’ ‘greet,’ ‘ask,’ ‘honors,’ ‘kindly’) defined this cluster. In contrast to the neutral 
speech acts of the first group and the evaluative speech acts of the second group, the third 
group was characterized by performative speech acts with an illocutionary function. This 
means that the topics of the third group showed how actors interact with each other while 
discussing substantive and divisive issues. 

We then analyzed changes in the frequency of these three clusters over the last two 
decades, discovering that the frequency of speech acts expressing the formal rules of 
 parliamentary practice has gradually declined along with the performatives expressing 
democratic civic culture, while indicators of abusive communication have increased dra-
matically. In sum, the pragmatic analysis that complements the descriptive semantic level 
added a lot to the message of our paper. Note that this pragmatic approach to interpreting 
the topic model is so unusual that one reviewer of our paper even commented that a dic-
tionary-based approach or supervised learning might be more effective for investigating 
the confrontational or emotional nature of texts.
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4.3  Speech acts in online forums about depression

We also cite here another study based on the study of online forums because, in this con-
text, interaction, i.e., pragmatics, plays a prominent role – as also shown in the interpreta-
tion of the topics.

We have analyzed online forums about depression in several articles (Németh et al., 
2020; 2021; 2022; Sik et al., 2023). First, we would like to briefly refer to a paper that used 
supervised learning, i.e., not a topic model (Németh et al., 2022), just to prove the interpre-
tative importance of the word types mentioned above. Here, the goal of the machine learn-
er was to classify the posts according to whether they frame the mental state using a bio-
medical, psychological, or social approach. In the interpretation of the classification, we 
saw that the role of the word types was important, e.g., texts with more nouns (i.e., more 
formal in tone according to linguistic research) were more likely to be defined as biomedi-
cal framing – this is presumably due to the more objective nature of the approach.

In our research that analyzed forums using the LDA topic model (Németh et al., 2021; 
Sik et al., 2023), the first dividing line in the interpretation of the topics was not drawn ac-
cording to semantic differences but according to performative differences. Performative dif-
ferences were the communicative function of the posts and the illocutionary and perlocu-
tionary dimensions of the speech act. Posts were interpreted as monologues that addressed 
different aspects of the world and the self, and as interactions that focused on exchange with 
others. Within these categories, further subtypes were distinguished: monologues included 
more objective attributions and emotionally charged self-disclosures (both dominated by lo-
cutionary content); interactions included more pragmatic consultations (dominated by locu-
tionary content) and quasi-therapeutic engagements (dominated by perlocutionary content). 
Differentiating between these patterns at the illocutionary level proved to be particularly 
important for mapping the complex discursive processes of online depression forums. In ad-
dition to discussing the challenges of a depressed life and sharing experiences and available 
countermeasures, these platforms also host ‘ritual healing’ attempts performed by engaged 
helpers who have already struggled with depression. In order to grasp these more complex 
potentials, the hermeneutic analysis of the topics proved to be essential.

Regarding the final model, the two main dividing lines between topics were drawn 
according to their substantive content and communicative functions. A methodologically 
noteworthy result was that this interpretation was also consistent with the distance map 
of topics generated by the LDAvis function (Mabey, 2020), where topics are plotted on a 
two-dimensional plane; this consistency showed the robustness of our results. In the later 
paper (Sik et al., 2023), we took an explicitly dual approach to the interpretation of topics, 
defining both their semantic content and their pragmatic functionality.

5  Conclusions

There are several different versions of the topic model, and the articles in this special issue 
include some of them. The conclusions of this article can be applied to all these variants.

What ‘topics’ are identified in the topics? The examples above show that in making 
sense of topics, it is worth focusing on two things at once: the semantic side of the texts 
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(what are they talking about?) and the pragmatic side (how, for what purpose, with what 
effect on the audience?). We have also seen that it is worth applying speech act theory 
here, especially in social science research, where utterances are typically not just informa-
tion carriers but actual actions that perform a variety of functions and have an impact on 
the speaker’s environment as part of interpersonal communication. We have seen that in 
modeling the topics of online forums about depression, the topics can be interpreted along 
these two dimensions: the content of the posts and their communicative function. Similar-
ly, in the study of Hungarian parliamentary speeches, the consideration of the genre and 
speech function of the texts has proved to be an important aspect. 

Our case studies are based on less bounded genres (mostly spontaneous parliamen-
tary speeches and online forums), where the importance of pragmatics is greater, but we 
believe that the majority of social research applications are based on just such informal 
genres. It is likely that the early and very widespread applications of the model did not 
emphasize this pragmatic aspect because they were mostly based on formal and written 
texts, such as newspaper articles (DiMaggio et al., 2013) or academic papers (Lafferty & 
Blei, 2009), so this aspect did not arise.

There are also methodological implications. On the one hand, we have drawn atten-
tion to the importance of paying attention to genre: genre-like information is available as 
metadata for many corpora. 

On the other hand, we have seen how important the role of word forms is for speech 
acts – a result that highlights the risk of preprocessing decisions, such as word form filter-
ing. In general, topic modeling is sensitive to the choice of preprocessing techniques 
(Grimmer & Stewart, 2013), and our analysis has shown why, for example, verb removal, 
which is a common procedure in general (Craswell et al., 2009) and in topic models in par-
ticular (Gautrais et al., 2017; Zirn & Stuckenschmidt, 2014), can lead to serious losses in 
terms of depth of interpretation and model validity. 
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